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Objective: Minimize f(x) = 1
2
xTQx− bTx, where Q is symmetric and positive definite.

Q also has a large size. So large that it’s stored on secondary/network storage.

Let x∗ = argminx f(x).

∇f (x) = Qx− b = Q(x− x∗)

f(x∗) = −x∗TQx∗

2

Let g(α) = f(x(i) + αu) where u is a descent direction. i.e. ∇f (x
(i))Tu < 0.

g′(0) = ∇f (x
(i))Tu

g′′(0) = uTQu

Now we’ll use exact line search to find out the step size.

Theorem 1. Let α∗ = argminα g(α). Then

α∗ = − g′(0)

g′′(0)
> 0

g(α∗) = f(x(i))− g′(0)2

2g′′(0)
= f(x(i))− (∇f (x

(i))Tu)2

2uTQu

Proof. By Taylor series,

g(α) = g(0) + αg′(0) +
α2

2
g′′(0)

g′(α) = g′(0) + αg′′(0)

By the necessary condition for local minimum,

g(α∗) = 0 =⇒ α∗ = − g′(0)

g′′(0)

Theorem 2.

f(x(i))− f(x∗) =
∇f (x

(i))TQ−1∇f (x
(i))

2

1



Proof sketch. Let v = x(i) − x∗. Replace x(i) by x∗ + v in f(x(i)) − f(x∗). The rest is
algebraic manipulation.

Let E(x) = f(x)− f(x∗). Let λ1 ≤ λ2 ≤ . . . ≤ λd be the eigenvalues of Q.

∆ =
E(x(i))− E(x(i+1))

E(x(i))

=
f(x(i))− f(x(i+1))

f(x(i))− f(x∗)

=
g(0)− g(α∗)

f(x(i))− f(x∗)

=
(∇f (x

(i))Tu)2

2uTQu

2

∇f (x(i))TQ−1∇f (x(i))

=
(∇f (x

(i))Tu)2

(uTQu) (∇f (x(i))TQ−1∇f (x(i)))

=
(∇f (x

(i))Tu)2

([λd, λ1]∥u∥2)
([

1
λ1
, 1
λd

]
∥∇f (x(i))∥2

)
≥ λd

λ1

(∇f (x
(i))Tu)2

∥u∥2∥∇f (x(i))∥2

To prove linear convergence, we must come up with u such that ∆ is lower-bounded by

a positive constant (because E(x(i+1))

E(x(i))
= 1−∆).

Let ej be the j
th column of the identity matrix. In coordinate-descent, we choose u to be

ej or −ej for some j. This has the advantage of being computationally lightweight. For
example, uTQu = Qj,j, which takes O(1) time instead of O(d2).

Let g = ∇f (x
(i)). Let gj be the jth coordinate of g. For u to be a descent direction, we’ll

choose u = − sgn(gj)ej. Therefore, g
Tu = − sgn(gj)g

T ej = −|gj| < 0.

Also, we’ll choose the j which has the highest value of |gj|. Therefore,

∥g∥2 =
d∑

k=1

|gk|2 ≤ d|gj|2

∆ ≥ λd

λ1

(∇f (x
(i))Tu)2

∥u∥2∥∇f (x(i))∥2
=

λd

λ1

|gj|2

∥g∥2
≥ λd

dλ1
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